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ABSTRACT

A popular approach in Atrtificial Intelligence inwas integration or
combination of (two or more) representation methobse integrated
components offer advantages to the overall systetegrated approaches
have been applied to various application domainmahstrating their
effectiveness in knowledge representation and reagolIntegrations of
case-based reasoning with other intelligent methw@d® been explored
deriving effective knowledge representation schem€ase-based
reasoning is usually combined with rule-based neiagp model-based
reasoning and soft computing methods (i.e., fuzzsthads, neural
networks, genetic algorithms). Certain types ofedaased reasoning
integrations have been extensively explored. Howewsther types of
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combinations have not been adequately investigatbith leaves room
for extensive research work. In this chapter, Wesitate basic types of
case-based reasoning integrations. A categorizadieme for such
integrations is provided and the functionality gfesific approaches
combining case-based reasoning with other intelligenethods is
presented. The focus is on integrations dealing wihovative ideas and
representing research areas that need to be edpldhe chapter also
outlines a formalism combining case-based reasomwiitly neurules, a
type of hybrid rules integrating symbolic rules twiheurocomputing.
Moreover, future directions are pointed out.

Keywords. case-based reasoning integrations, hybrid cassdbasasoning,
case-based reasoning combinations, hybrid intelliggstems, integrated
intelligent systems, hybrid knowledge representaiad reasoning, case-
based reasoning.

1. INTRODUCTION

The combination or integration of (two or more)feliént problem solving
and knowledge representation methods has proveectef in many
application areas [49]. The aim is to create comtbiformalisms that benefit
from each of their components. Disadvantages oitdtions of specific
intelligent methods can be surpassed or allevibietheir combination with
other methods. It is worthwhile to explore comhioras of different intelligent
methods in case their advantages and disadvantaggese to be
complementary to an adequate degree. Popular atiegs are neuro-
symbolic approaches, combining symbolic represemst with neural
networks [7], [29], neuro-fuzzy approaches, contaniuzzy logic and neural
networks [52], approaches combining neural netwarils genetic algorithms
[2], approaches combining fuzzy or neuro-fuzzy eyst with genetic
algorithms [2] and approaches combining case-basadoning with other
intelligent methods [46], [47], [6], [61], [63]. @¢&r integrations have been
developed as well.

Case-based reasoning (CBR) exploits stored pass edsenever a similar
new case needs to be dealt with [1], [38], [398][Lased-based inference is
performed in four phases known as the CBR cycle([L}etrieve, (ii) reuse,
(iii) revise and (iv)retain. The retrieval phase retrieves from the case these
most relevant stored case(s) to the new caseelretlise phase, a solution for
the new case is created based on the retrievedraiesaint case(s). The revise
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phase validates the correctness of the proposedi®syl perhaps with the
intervention of the user. Finally, the retain phadecides whether the
knowledge learned from the solution of the new ¢agmportant enough to be
incorporated into the system. CBR is a useful aggmoin domains with a
sufficient number of available (or obtainable) sased does not require
existence of an explicit domain model.

Integrations of CBR with other intelligent methdusve been pursued in
various domains. In such combinations, the combirsydtem offers
advantages in knowledge representation and reasa@umpared to each of
the combined methods working alone. CBR has bedagrated with
intelligent methods such as rule-based reasoninBRJR model-based
reasoning (MBR), fuzzy methods, neural networkgbpbilistic reasoning,
genetic algorithms and other methods as well.

When two or more intelligent methods are combimtifierent integration
models can be employed [49]. Not all types of caraton models have been
employed in CBR integrations. An aspect of inteliesblves pointing out
trends in CBR integrations in which there is roamnédxtensive research work.
A trend that needs to be explored further concapmoaches in which the
problem solving process can be decomposed intorsobgses (tasks or
stages) for which different representation fornmaisare required or available.
In such situations, a CBR system as a whole (withpossible internal
modules) is integrated ‘externally’ with other iltigent systems in order to
create an improved overall system. An interestisgeat of this combination
trend is that different types of such combinatioas be developed. This trend
has been explored thoroughly for integrations oRG#Eth RBR and MBR but
not for integrations of CBR with other methods. #&rer trend that could also
produce fruitful results involves approaches inahhCBR is embedded within
another intelligent method. Such approaches haven bexplored in
integrations of CBR with genetic algorithms. Howewteey could prove to be
effective in integrations of CBR with other intgint methods as well.
Moreover, combinations of CBR with certain spedifitelligent methods have
not been explored extensively. Such intelligenthods involve for instance
the various neuro-symbolic approaches.

Due to the fact that several approaches integra@®BiR with other
intelligent methods have been developed, it is sy to discuss issues
involving main trends in such combinations that éehdneen applied. In this
discussion it is also necessary to point out istérg open aspects for future
work. In this chapter, we discuss various aspeuisiving CBR integrations.
We focus on key aspects involving CBR integratiand discuss the potential
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for future research work. We also briefly presenpproach combining CBR

with neurules, a neuro-symbolic knowledge repregent scheme. Neurules
are a type of hybrid rules integrating symbolicesilwith neurocomputing

[25], [26] and exhibit certain attractive featuresch as naturalness and
modularity. Such an approach integrates threeliggat methods: symbolic

rules, neural networks and CBR [28].

The purpose of the discussion included in this tdrajs threefold. We
believe that it will increase understanding of fieéd concerning integrations
of CBR with other intelligent methods. In additignmay lead to development
of new (or overlooked) ways of combining CBR witlther intelligent
methods. Finally, it is a useful guide to develgfaesigners of such systems.

The structure of the chapter is as follows. Sectouliscusses issues
involving main trends in CBR integrations. This alission serves as
background knowledge for the following sectionsct®® 3 briefly presents
representative approaches of specific types of @BBgrations that could
provide impetus for future research work. In set#io we present an outline
of an approach combining CBR with neurules. Fina#lgtion 5 concludes.

2. TRENDSIN INTEGRATIONSOF CBR
WITH OTHER INTELLIGENT METHODS

Various CBR integrations have been developed [[&3]}, [46], [47]. To
develop such integrations, existence of (or ability acquire/construct)
necessary knowledge sources corresponding to édable combined methods
is required. Other criteria may also be specifiegutge whether an approach
combining CBR with other intelligent method(s) abble applied to a specific
domain [63].

To categorize CBR combinations one could use Matskgeneral
categorization scheme for integrated intelligensstams [49]. Medsker
distinguishes five main combination modefsandalone, transformational,
loose coupling, tight coupling andfully integrated models. Distinction between
those models is based on the degree of couplingeleet the integrated
components.

In [61] Medsker's categorization scheme was extdnded revised to
accommodate recent advances in integrations of @8R RBR. This new
scheme provides a more consistent view to modéatiregrations of CBR with
other intelligent methods. Figure 1 depicts theegatization scheme for CBR
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integrations, based on that in [61]. For each (zatiegory, intelligent
method(s) with which CBR has been combined is shdwsides each
(sub)category. An unexplored type of CBR integrat®indicated by a broken
rectangle. In Figure 1, ‘GA’ stands for ‘genetigaiithm’ and ‘NS’ for
‘neuro-symbolic approaches’. It should be mentiotied in [61] deficiencies
of other categorization schemes for CBR integrati@ng. [46], [47], [23]) are
discussed.

Two main categories of CBR integrations are disegrnn our
categorization scheme: (a) standalone and (b) owuglpproaches. Three
main types of coupling approaches can be distihgdis (i) sequential
processing, (ii) co-processing and (iii) embeddextessing.

In standalone models, independent components dfi epproach are
developed that do not interact with each otherrdureasoning. They can be
used in parallel to compare the independent salsifpvoviding an opportunity
to compare the capabilities of each approach.

In sequential processing, the flow of informatignoduced by reasoning)
between the integrated modules is sequential oi-sequential. It includes
approaches in which information necessarily passgaentially through some
or all of the combined components in order to poedthe final result. Two
subcategories of the sequential category are disshed: the ‘loosely
coupled sequence’ and the ‘tightly coupled sequesubcategories. The
former involves approaches in which the output & @omponent does not
play an important role in the internal reasoningcpiss of the next component.
The latter concerns approaches in which the owipone component plays a
significant role in the internal reasoning procefsthe next component.
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Figure 1. Categorization scheme for CBR integration
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The tightly coupled subcategory is distinguishei itwo subcategories:
compulsory sequence and conditional sequence. nrpglsory sequence, a
component is invoked unconditionally after the pwas component in the
sequence. In conditional sequence, the second cwmnpas invoked if the
first one fails to provide a solution. All approashbelonging to loosely
coupled sequence follow the conditional sequendgenpa An aspect of
interest in sequential processing concerns the catian order of the
integrated components and more specifically, whe@#gR is invoked before
or after the other integrated components. In abtarg sequence approaches
but the tightly coupled conditional sequence apghiea, CBR is invoked
before or after invocation of other combined congrt(s). In existing tightly
coupled conditional sequence approaches, CBR igkaus after the other
integrated component(s).

In co-processing, the integrated components closetgract during
reasoning. To produce output, flow of data betwdle® components is
bidirectional enabling an enhanced form of intéoact The integrated
components may be also invoked in parallel to stteeproblem. Approaches
belonging to the co-processing category are distatgd to cooperation
oriented and reconciliation oriented according teether emphasis is given to
cooperation or reconciliation respectively. In cexgiion oriented approaches,
the integrated components cooperate with each athgng inference. In
reconciliation oriented approaches, a reconciliafioocess is necessary since
each integrated component produces its own corclugossibly differing
from the conclusion of the other component. Codpmrariented approaches
may either employ explicit reasoning control or liwip reasoning control.
The former approaches employ an explicit controlber explicit control
knowledge to coordinate reasoning. The latter eapogrtes coordinate
reasoning implicitly.

In embedded processing, a component based on qmeaap is the
primary problem solver, embedding component(s) dbasen other
representation method(s) to handle its internabaemg tasks. Embedded
processing approaches can be distinguished ingethiving pre-eminence to
CBR and to those giving pre-eminence to other mikthothe former, a CBR
system embeds other intelligent method(s) to assisbus internal CBR
tasks. Internal CBR tasks can be implemented usnigus techniques [73],
[14], [53]. The latter involve the reverse (andslessual) approach i.e.
embedding CBR within other representations to assibeir internal tasks.

Not all of these combination models and/or theidenying categories
have been thoroughly explored in combinations oRGMEth other intelligent
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methods. Obviously, the standalone model can bkedpim combinations of
CBR with any other intelligent method. In combioats of CBR with certain
methods (e.g. RBR, MBR), various coupling approacheave been
investigated [61], [46], [47]. However, in coupliegmbinations of CBR with
soft computing methods, embedded approaches seerhetdhe most
thoroughly investigated. Embedded coupling appreschainly concern those
giving pre-eminence to CBR. Embedded coupling aggnes giving pre-
eminence to other intelligent method do not seenbdopopular with the
exception of genetic algorithms (see Section 3.3).

Combinations of CBR with other intelligent methars offer advantages
to the overall system especially in case the adwp® and disadvantages of
the combined methods are to a certain degree camepliary. CBR provides
advantages to the overall system such as easy &dgelacquisition by
exploiting available (or obtainable) cases, nahess, modularity, incremental
learning and certain explanation facilities. Otlmtelligent methods when
combined with CBR may offer advantages to the dvesstem such as the
following:

Table 1. Application domains and intdligent
methods CBR has been integrated with.

Application Domain Intelligent Method(s) CBR
has been integrated with

Agriculture RBR

Aircraft Design RBR

Aircraft Fleet Maintenance RBR

Automobile Construction RBR

Banking RBR

Biomedicine RBR

Construction RBR

Design of Nutrition Menus RBR

E-learning, Intelligent Tutoring RBR, GA

Emergency Fire Management GA

Environmental Impact Assessment Fuzzy RBR

Equipment Failure Analysis RBR

Finance RBR, Possibilistic RBR

Legal Reasoning RBR

Life Insurance RBR

Medicine RBR, Fuzzy RBR

Modeling Event-based Dynamic Situationg RBR

Music RBR

Personnel Performance Evaluation RBR
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Quality of Service RBR
Real-Time Marine Environment Monitoring RBR
Situation and Threat Assessment of Grourjd

Fuzzy belief network

Battlespaces
Surname Pronunciation RBR
Ultrasonic Rail Inspection RBR

e RBR provides general and compact available domainvigtge in
the form of rules and rule-based explanation fiesli

o Fuzzy methods provide imprecision handling andcése of fuzzy
RBR) fuzzy rule-based domain knowledge.

e Neural networks provide robustness, generalizatitggrning
capabilities, classification/clustering capabitie

e Genetic algorithms provide search and optimizatiawcilifies,
compact representation of problem parameters andseaqation of
possible solutions.

¢ Neuro-symbolic approaches provide (more or less) tmbmed
advantages of symbolic methods and neural networks.

o Neuro-fuzzy approaches provide (more or less) thebined

advantages of fuzzy methods and neural networks.

Table 2. Application domains and systems
integrating CBR with other method.

Application Domain

Integrated Approaches

Agriculture [78]
Aircraft Fleet Maintenance [75]
Banking [41]
Biomedicine [55]
Construction [20]
Design of Nutrition Menus [45]
E-learning, Intelligent Tutoring [31]
Emergency Fire Management [8]
Environmental Impact Assessment [43]
Equipment Failure Analysis [33]
Finance [16], [19]

Legal Reasoning

[64], [10], [11], [77], [12]

Life Insurance

[40]

Medicine

[9]. (48], [51], [58], [65]. [21]

Modeling Event-based Dynamic Situations [34]
Music [66]
Personnel Performance Evaluation [17]
Quiality of Service [24]
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Real-Time Marine Environment Monitoring [71]
Situation and Threat Assessment of Ground Battespd [44]

Surname Pronunciation [23]
Ultrasonic Rail Inspection [35]

Tables 1 and 2 summarize the application domainswirich non-
embedded CBR combinations have been developeddebrdomain, Table 1
depicts the intelligent method(s) CBR has beengmated with. Table 2
depicts specific systems for each domain. It shbeldnentioned that some of
the systems depicted in Table 2 whose applicatmmain does not strictly
concern e-learning have been employed as teackgigtants. Such systems
are presented in [9], [21]. Moreover [78] is alsparted that could be used as
a teaching assistant. It should be mentioned thadral integrated approaches
do not involve specific application domains andirtteéfectiveness has been
tested with datasets.

Generally speaking, the following unexplored reskardirections
regarding CBR integrations can be discerned:

e Implementation of CBR combinations with specifictelfigent
methods according to all (or most of) integratioregaties shown
in Figure 1. For instance, combination of fuzzy R&Eh CBR can
follow the different coupling models concerningeigitation of RBR
with CBR.

e In several application domains shown in Table legrdtions of
CBR with specific intelligent methods have not bapplied.

e Implementation of (non-embedded) CBR combinatiamsother
application domains besides the ones shown in Taldes! 2.

e Implementation of tightly coupled conditional senoe approaches
in which the CBR component is invoked before theeoth
component(s).

3. REPRESENTATIVE SYSTEMS

In the following, some representative systems ivimgl integration of
CBR with other intelligent method(s) are preseritedome detail, to give a
better insight of the corresponding categorieshef tategorization scheme
described in the previous section.
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3.1 Sequential Processing Approaches

We present systems belonging to the sequential epsig
coupling category in two sections. One involvessklg coupled
sequence approaches and the other one tightly edug#quence
approaches.

3.1.1 Loosdly coupled sequence

The loosely coupled sequence approaches presentbdisection come
from [70], [16], [24], [8] and [48]. In all thesepproaches, except [48], the
CBR component is invoked after the other component.

In [70] a general integrated approach for the diaasion task is
presented. In this approach rules represent stdnsiéfmations and cases
represent exceptions or non-standard situatiorss.cbhtents of the knowledge
base are produced from an initial case base whasescare split into two
types: standard cases and exception cases. Staretaesl are used to induce
the rules of the knowledge base. The CBR modulésvaiith the exception
cases. Splitting the initial case base is performgdg heuristic approaches.
For an input case, the inference process firstkshédhe rules can produce a
conclusion. If they do, inference ends, otherwidBRCis employed. An
advantage of the approach, as demonstrated byusagrperiments, is the
good explanation ability stemming from the highdesf comprehensibility of
the rules. This is due to the fact that the rufelticed from the standard cases
are closer to expert rules than the rules proddimad the whole dataset of
cases (standard and exceptional). However, asoisrsim [70], the splitting
policy of the initial case base plays an importesie in the accuracy and
comprehensibility levels of the approach.

ECLAS [16] is a loan authorization system. The ktealge regarding the
domain is discerned into two types: (a) objectwhich is logical, explicit and
rational and (b) subjective, which is implicit, wmtain and imprecise. RBR
corresponds to the objective knowledge, whereasstigective knowledge
corresponds to CBR. During reasoning, the ruledbasedule is first invoked
to process the input case (i.e., a loan applicatibrthe rule-based module
rejects the application, inference stops. Otherwifsi approves it, the CBR
module is invoked for further examination of theplgation so that the final
decision on acceptance or rejection will be madeECLAS, the rule-based
module filters several input cases that are rejetheis reducing the case
match load of the case-based module.
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In [24] a service-oriented event correlation apphos presented. Service
fault management is important issue for servicevigess as it affects the
quality of services delivered to customers, revefiee customer satisfaction)
and costs concerning fault management itself amdiceelevel agreement
violations. The approach performs automated everrelation by modeling
services, resources and faults. Rules involve eveondition and action
statements. The RBR component is first invoked #nd fails the CBR
component is invoked. Advantages of the specifipragch involve
maintainability, modeling, robustness (i.e. ability reach conclusions even
when the knowledge base is inaccurate and abditypdate knowledge base
after a failed diagnosis) and time-performance.

In [8] an agent-based approach to manage emerdreasynside large oil
storage and production plants is presented. Manageinvolves fire-proof
resource optimization and dangerous product evimcuafThe approach
concerns three different types of agents: a sinamangent to simulate
physical/chemical phenomena and their consequeraagenetic agent to
produce optimal management solutions and a CBRtagextapt stored cases
to the current scenario. Emergency process tinghast (i.e. some minutes).
The genetic agent is first invoked and if it is mdtle to produce a solution
within specific time limits, the CBR agent is thienoked.

In [48] a medical system for the care of Alzheirsedisease patients is
presented. The system provides decision support rniearoleptic drug
prescription to patients with behavioral problefibe case-based module is
invoked to determine if a neuroleptic drug shouddrescribed to a patient
and, if this is so, the rule-based module is ingbte@ select one of five such
drugs. Such a system may improve the quality effilr Alzheimer’s disease
patients.

3.1.2 Tightly coupled sequence

The tightly coupled sequence approaches presentéusi section come
from [45], [71], [78], [20], [75], [43], [44], [15][13], [35], [55]. [65] and [41].
Table 3 depicts the tightly coupled sequence agpeminvolving compulsory
sequence and the ones involving conditional seguenc

Table 3. Representative tightly coupled sequence approaches.

Compulsory Sequencé  [45], [71], [78], [20] [75]3]4[44], [15]
Conditional Sequencel  [13], [35], [55], [65], [41]
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CAMPER [45] is a nutritional menu planner built bgmbining the best
features of two independent menu planners, a casedband a rule-based,
namely CAMP and PRISM. Nutritional menu planningaisdifficult task,
because there are many numeric constraints somehimh conflict with
others, menus can be evaluated only if they ar@ebntconstructed and
common sense must be employed for combinationeaxfsf that match or do
not match. CAMP and PRISM were evaluated and coedpan order to
locate their deficiencies and strengths. This agisly(resembling the
standalone model) guided the construction of CAMPHR CBR component
constructs menus that are acceptable, since thisfysanultiple nutrition
constraints. However, the rule-based componenterdrance the proposed
menu with new possibilities, by employing commomsse and performing
‘what if’ analysis. Menus enhanced by rules areiitesl into the case base,
thus improving the effectiveness of the case-basedule. CBR in CAMPER
always produces an output that is subsequentlyawgal by the invocation of
rules (unless the menu produced by CAMP is deemigd satisfactory). As in
GYMEL [66], a significant reason for the usefuln@$the combination is the
difficulty in the acquisition of cases.

CORMS Al [71] is a real-time monitoring system asisig National
Ocean Service watch standing personnel in its mong duties seven days
per week. The system also includes a databasdléztaeal-time sensor data.
Based on the real-time data, the system invokesruteebased module to
identify problems and then the case-based modutedognize the source of
each problem and to suggest appropriate remedi@minac CORMS Al has
proven to be effective and robust during its openatlecreasing the amount of
time required by the personnel to identify and hamidoblems. It is estimated
that the financial gain for the US government du¢he operation of CORMS
Al will be over one million dollars per year.

HIDES [78] is a system for diagnosing crop injumprii herbicides.
Although several intelligent systems have been lopee in the weed science
domain, no such system assisted in herbicide ingliagnosis. Herbicide
diagnosis is a domain that is understood reasonadllybut not perfectly and
therefore integration of RBR and CBR offers besefdiagnosis is based on
nine critical inputs. RBR is first invoked to idégtsuspect herbicide families,
suspect herbicide(s) for causing the observedyirgnd to determine possible
sources of the suspect herbicide(s). RBR also ifiethe. These results are
passed to CBR to propose a probable cause of irfeiy. improper soil
condition or herbicide carryover). The system canubed as an educational
tool for both traditional classroom and extensi@ssroom.
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ScheduleCoach [20] is a system used to critiquestoaction schedules.
Due to the increasing complexity and scale of aowfbn projects,
construction schedules frequently contain erroes tan be difficult to find.
ScheduleCoach uses critique rules representingriskmeitiquing principles
to identify potential errors in a construction sthie. Cases represent previous
successful projects. Some rules contain predetednsuggestions for the
revision of objects violating schedule principlésted rules not containing
such predetermined suggestions cause the invocatitme CBR module to
determine appropriate revisions for the violatitgeaots.

IDS [75] is a system used to improve aircraft flegtintenance. It locates
possible faults providing their complete descripticthe corresponding
symptoms and the remedial actions. The systemdaslunultiple rule bases
performing different diagnostic actions. Rules taee inputs (real-time or
offline) messages generated by diagnostic routimesslocate faults providing
their complete description as well as the corredpmnsymptoms. The case-
based module is then invoked to find cases witlilairaymptoms and suggest
appropriate remedial actions.

In [43], an approach combining CBR with fuzzy RBRoresented for risk
prediction in environmental impact assessment. @nmental impact
assessment concerns analyzing effects regardinglagement proposals
before major decisions are taken and commitmemtsrade. CBR is used to
store past cases involving environmental impadéestants and environmental
impact assessment reports. Fuzzy RBR models ekpevtledge concerning
gualitative risk prediction. The linguistic termsead in fuzzy RBR provide
naturalness and expressiveness in risk assess@BRt.is first invoked to
retrieve similar past cases. Afterwards, fuzzy RBRvoked taking as input
the retrieved cases and performs qualitative nigkliption.

In [44] an approach combining CBR with a fuzzy bklnetwork is
described. The application domain concerns sitoatiod threat assessments
of ground battlespaces. Situation assessment iréergant information about
forces of concern in a military situation. It is @erequisite to threat
assessment which analyzes enemy intentions andbitags. Situation
assessment is performed by CBR and threat assastmeahe fuzzy belief
network. Four systems are invoked sequentially trighresults of each system
passed on to the next one in the sequence: thrét §yBtems and lastly a
fuzzy belief network. All CBR systems take as ingplistered features of
detected ground target(s) in a specific area ofbditlespace. The respective
output produced by each CBR involve unit type, wite and unit purpose.
These three outputs are given as input to the fhefigf network.
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HACM [15] concerns a conditional sequence apprdacsolve potential
lawsuit problems caused by change orders in caiiiru projects. The
purpose is to avoid and resolve disputes beforgation occurs. HACM
combines a back propagation neural network with CB# neural network is
first invoked to determine whether there is likelid for litigation concerning
the given input case or not. If the neural netwdekermines that there is no
likelihood for litigation, reasoning ends. Otheravishe CBR module is
invoked to retrieve similar past cases and displagsnings if degree of
similarity exceeds 95%. The weights of the neuratwork are used to
calculate similarity.

ELEM2-CBR [13] is a system integrating rules andesato perform
classification and numeric prediction. Rules aredpced from cases using a
rule induction method called ELEM2. However, in teasoning process both
rules and cases are used. Similarities betweers ca®e determined in an
innovative way by using relevance weighting. Theuiced rules are used to
determine the weights of attribute-value pairshefinput case and cases in the
case base are ranked according to their probabifitelevance to the input
case. Weights are calculated based on the releaass to the input case. For
this purpose, the input case is matched againsintheed rules. If matched
rule(s) classify the input case to a single concepses belonging to that
concept are considered relevant. If there are pieltinatches, where rules
classify the input case to different concepts, cbses belonging to those
concepts are considered relevant. If no rule firelgs partially matching the
input case are ranked and the relevant cases arents belonging to the
concept corresponding to the rules with the highesire. The numeric
prediction task is mainly a case-based procesgusiles for weighting and
relevance assessment. The classification task gmplath RBR and CBR and
returns the result of RBR if the input case is sifeed to a single concept or
employs CBR, otherwise it uses the weighting releegprocedures described
above. Experimental results comparing the accudcizLEM2-CBR with
pure case-based methods or decision tree methodsond&rate its
effectiveness.

URS-CBR [35] is a system used in Dutch Railway<lassify images
acquired from ultrasonic rail inspection. The antowf data (images)
produced from ultrasonic inspection is huge and eorm a great variety
making it necessary to minimize human intervenbgrperforming automatic
and reliable classifications. Efficiency, adapt#pibnd maintenance were also
prerequisites. Combination of rules with casesexsbbhe problem. The system
is made of two rule-based modules and a case-basddle. For efficiency
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and maintenance reasons, cases are organized ligoaachy of clusters and
also the size of the rule bases is kept small. flis¢ rule-based module
precedes CBR. It takes as input the given imagetr@esito classify it. If it is
successful in classifying the image, reasoningssfopthat image. Otherwise,
reasoning passes to the case-based module, whidves the most similar
cases to the input case. To improve the efficienicyhe retrieval process,
intermediate conclusions reached by the first bhalsed module are exploited
for classification of the case to an appropriatester. For reliability reasons,
the second rule-based module evaluates the rafrieases in order to match
them with the input case. Experiments were carmigdcomparing the hybrid
system with pure rule-based and case-based ctassiffhe results for the
hybrid system showed an improvement in classificaticcuracy compared to
both other systems. Its inference efficiency wassedahan the pure rule-based
system but better than the pure case-based system.

The system described in [55] is used for automatedp stage scoring.
The reason for using a hybrid system in that donmitihe fact that human
experts make decisions based on the combinatiorule§ and experience.
Rule-based knowledge is usually incomplete. Theéesyconsists of a signal
processing unit, a rule-based and a case-baseidgemit. Rules are used to
deal with usual situations and cases deal withildeamd exceptions to the
rules. The rule-based module uses a simplifiedimersf the certainty factor
called the reliability value. In each reasoninggehdhe rule-based scoring unit
is first called. If the reliability value of theaehed scoring conclusion exceeds
a predefined threshold, the scoring process ent®outi invoking the case-
based unit. If there are conflicts in applying suler if no rule fires or if the
reliability value of the reached conclusion is laékan the threshold, the
reasoning results of the rule-based unit are passétd case-based unit that is
invoked to make the decision. Cases include atgihuegarding the applied
rules and the conclusions of the rule-based reaggmiocess. These attributes
play a role in similarity assessment. Experimentasults showed an
improvement in the accuracy of the hybrid systermpared to pure rule-
based or case-based systems.

In [65], a medical system for oncology is presentch a system can be
used in hospital units to automate the proceshefling whether a patient’s
case complies with appropriate guidelines or rfoit dloes not comply with
guidelines, similar patients’ cases will be exmditby experts to reach
therapeutic decisions. Rules represent guideliescommon restricted
vocabulary is used for guidelines and cases. Kegicakterms in both cases
and guidelines are used to select the appropriaigeline with which to
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compare the case at hand. If the new case doesomgily with the selected
guideline, the results of RBR are used to deterrsinglar cases to the input
case. More specifically, the last guideline stefhwihich the case complies is
used to search for similar cases. The system g to be a data
warehouse.

In [41] an approach for internal audits in bankspissented. Such an
approach reduces risks, enables quick decisionngdhi financial incidents
and assists in upholding regulations, soundnessrdegrity of the financial
system. Internal audits in banks usually involvegticonsuming and tedious
paperwork to examine numerous transactions as atitormudit systems are
unusual. The approach belongs to conditional semusnbcategory. In the
presented approach, RBR is invoked first to autarally detect suspicious
transactions for which further actions are necgsdérsuch transactions are
detected, the CBR component is invoked to scruditiiese transactions and
provide punishment levels for involved employeesuleR formalize
regulations and guidelines that should be uphele:iployees. CBR works
better than RBR in determining and recommendingighuments since
judgment is based on intuition and experience.

3.2. Co-processing Approaches

Presentation of representative co-processing appesais organized in
two sections. One section involves cooperationnte approaches and the
other one reconciliation oriented approaches.

3.2.1 Cooperation oriented

We present both types of representative cooperatiemted approaches:
approaches employing explicit reasoning control apgroaches employing
implicit reasoning control. Table 4 depicts the proeessing employing
explicit reasoning control and the ones employinglicit reasoning control.

Table 4. Representative cooper ation oriented
CO-processing approaches.

Explicit

Reasoning Control [64]. [51]

Implicit [9], [10], [11], [66], [34], [12], [31]
Reasoning Control
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3.2.1.1 Explicit reasoning control

The presented cooperation oriented approaches gimgloexplicit
reasoning control are [64], [51].

CABARET [64] is an approach performing interpregatitasks in a legal
reasoning domain (i.e. income tax law). CABARET giets of two co-
reasoners, a rule-based and a case-based (haveguamlent status), a rule-
based and a case-based monitor, a controller aaskeagenda. The progress
of each co-reasoner is observed by its associabeitan. The observations are
described in a language understandable by the atlmir The controller
observes the operation of the whole system and eackasoner separately
and decides how they will proceed in the reasopiragess as a whole and
individually. For this purpose, the controller useset of domain-independent
heuristic rules encoded in the same language astmators’ observations.
Based on those heuristic rules, the controller addietes or orders tasks for
each co-reasoner on the agenda. The posted taskseethe dynamic
interleaving of the RBR and CBR processes. CABAREE reimplemented
as a blackboard system.

The approach described in [51] integrates rulescaisés in an innovative
way. The approach has been applied to a medicaaidiomore specifically to
diabetic patient management. The rule base of yeeem contains different
classes of rules corresponding to different stapgbé reasoning process. The
innovative aspect is the ability to dynamically pidaules belonging to specific
classes in order to improve handling the new sdnaRefinement of the rules
is performed with the use of cases and involvemireparameters of the rules,
which are too general to deal with the specifioaibn. Such parameters, for
instance, are numeric thresholds appearing in dondi The integration of
RBR and CBR is controlled by a supervisor modubg ttontains integration
meta-rules. The integration makes the system miteetiee in detecting the
patient’'s problems and providing enhanced presonpt thus reducing the
time required to resolve the patient’s problems.

3.2.1.2 Implicit reasoning control

The presented cooperation oriented approaches gimgloimplicit
reasoning control come from [9], [10], [11], [6634], [12] and [31].

CARE-PARTNER [9] proposes a framework for the closenbination of
the different knowledge base entities. Rules arsg@sare described using the
same knowledge representation language. In this dagng inference, the
knowledge base can be searched in parallel foricaiye rules and cases
enabling the reuse of all knowledge base entiff@gtern matching and case-
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based retrieval is performed in parallel and theflt set may simultaneously
contain rules as well as cases. Conflict resoluttoased on two criteria:
similarity to the input case and type of entitiesstly, the conflict set entities
are ranked according to their similarity degre¢hi® input case and the most
similar one is chosen. If there are two or moretiesthaving the maximum
similarity degree to the input case, a priorityesr used giving preference to
rules and then to cases. Therefore, the reasoniclg tightly integrates the
different knowledge base entities. This approachldeen applied to a medical
domain, more specifically to post-transplant pdteme. A Web-based system
has been developed for this purpose.

GREBE [10], [11] is an approach used in a legalsseing domain
generating arguments for specific point of viewREBE uses a complex
structured case representation scheme. More spalifia semantic network
representation is used to configure relations betwease entities. Subgraphs
of the graphical case representation relate faalts/ant to a court decision
concerning the satisfaction of the statutory pratdicand those facts are the
criterial facts of the case with respect to thedjmate. In this way, GREBE's
case representation is able to represent thearlagtween facts and results as
determined by the court. The case-based reasossegges the mechanisms to
efficiently handle the complex case representatlts.main actions are to
retrieve the cases whose criterial facts most blosmtch those of the new
case, to determine the best mapping from the igitieccts to the new case and
to determine any facts that would improve the matdiey were inferred.
GREBE tries to solve its goals using both rules easks providing to the user
all the solutions it can find. An innovative reasmnaspect of GREBE is the
ability to generate arguments created from partdiféérent cases and rules.
The explanations produced from the synergy of the-based and case-based
components are processed before shown to the user.

GYMEL [66] is a system for harmonizing melodiesafding in the case
base to find matching melodies proved to be adliffiproblem and so each
input problem was dealt as a set of simple prohldmash simple problem is
to find a chord for a specific position based ofoimation regarding this
position and the previous chords in the sequeriamote than one chord is
found for a position, backtracking is used to sealt possibilities. For the
solution of a simple problem, case-based reasasifigst invoked. Rules are
invoked when the cases cannot produce a solutian crtain point during
inference. The solution proposed by the rule-basedule is passed to the
case-based module that carries on inference. Tipeoagh is useful in
application domains for which it is difficult to quire an adequate set of cases
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and the CBR component needs to be backed up biledased component
expressing general knowledge. In such an apprdhelhinvocation frequency
of the rule-based component will be high at thdyestages of the system’s
operation. Subsequently, however, it will decreas®,new cases will be
incorporated into the case base.

In [34], an architecture concerning the analysiewént-based dynamic
situations is described. Such a system could dan&ito the understanding
and awareness of complex scenarios such as homstsmudity threats and
future battlespace engagements. The approach cembirevent
correlation/management with situation awarenesseNspecifically, RBR is
used for spatio-temporal event correlation and G8Rsituation awareness.
The rule-based and case-based modules act inrdoalist! fashion with each
module dynamically invoking the other during infiece.

SHYSTER-MYCIN [12] is a hybrid system used in tlegdl domain of
copyright law. It combines SHYSTER, a case-basgdllexpert system, with
MYCIN, a rule-based expert system (Buchanan andttdfe 1984). In this
integration scheme, MYCIN was altered in a few apeits reporting was
improved and no certainty factors were used dutheadifficulty in defining
them in this legal domain. Reasoning in SHYSTER-MNGocuses on the
rules consulting cases, when an open textured itemmet. However, there is
no underlying control strategy for the invocatidnStHYSTER and evaluation
of its results. The system consults the user whedhy STER will be called
when an open textured term is met or whether ha/ahejive an answer based
on his/her knowledge. If SHYSTER is called, therusasses its reasoning
results to MYCIN with the capability to make chasgélso, MYCIN and
SHYSTER do not share facts and the user himseti#ifehas to pass data
from one module to the other (the authors mentian & future version of the
system will deal with this). Special care has bieden for testing SHYSTER-
MYCIN. SHYSTER-MYCIN was tested against three cide validity,
conciseness and correctness.

In [31] a cooperation-oriented approach in an ligeht Web-based e-
learning system is presented. It provides perspedlicurriculum sequencing,
a technology used in Intelligent Tutoring Systembijch involves selection,
ordering and construction of the most appropriagacliing material and
operations for a specific learner. This is veryphdlfor each learner because
individual learning goals can be achieved morectiffely. In contrast to other
curriculum sequencing approaches, this approachltsimeously takes more
parameters into consideration such as curriculufficdlity level, concept
relation degrees of the curriculum, learner tespoases in curriculum items,
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curriculum continuity of successive curriculums. asBd on the

aforementioned parameters, a genetic algorithm rgeese personalized

curriculum sequencing. A genetic algorithm is ukelue to the large search
space. CBR performs summative assessment angbysigmative assessment
concerns a large portion of the course (e.g. twanore instruction units).

CBR also provides capability to support correctaaivities and formative

assessment for an individual learner within a gjmeicistruction unit.

3.2.2 Reconciliation oriented

The presented reconciliation oriented approachesectsom [23], [40],
[3], [5], [19], [58] and [72].

ANAPRON [23] involves combination of independentesiand cases in
order to deal with the incompleteness and partiatectness of rules. Rules
index cases, supporting them or contradicting th@mception cases),
facilitating their retrieval. Exception cases fifle gaps of symbolic rules in
representing domain knowledge. Therefore this apgraesults primarily in
accuracy improvement of the rule-based componemt secondarily in
efficiency improvement of the case-based compon@BR competes with
CBR in drawing conclusions. Inference focuses nyadml the symbolic rules,
calling CBR only when necessary. The similarity meebf the case-based
module returns a similarity score (i.e., a numéniating of the similarity) and
an analogical rule defining implicitly the analodyuring reasoning, firing of
a rule is suspended when a sufficient number afatlitions are satisfied and
its exception cases are checked. If an exceptise da found having
compelling analogy with the input case, the rulaeas allowed to fire and the
conclusion proposed by the retrieved exception daseonsidered valid
instead. Decision regarding compellingness is baseda combination of
criteria. More specifically, the similarity scoretiveen the exception and the
input case, the accuracy and the significance ef ahalogical rule must
exceed predefined thresholds. The accuracy andsidpaficance of the
analogical rule is estimated by taking into accoboth supporting and
exception cases indexed by the symbolic rule. ANA@RFRhas been used in an
application field defining the pronunciation of Ariean surnames. This is a
difficult task, due to the diverse national origofghe surnames. Experimental
results have demonstrated the effectiveness of dbmmbination, since
ANAPRON approximates the performance of commersidtems in the
domain. CCAR [40] handles inference as ANAPRON \tiith difference that
only exception cases (and not cases supporting)rale stored in the case
base in order to improve case searching efficiency.
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CoRCase [3] uses CBR to improve the real-time m@mbksolving
capabilities of RBR used in a classification takkcan be thought of as an
extension to the approach used in ANAPRON. Diffetgpes of indices are
employed for the cases according to all the roley tplay in rule-based
problem solving. A case that has been solved seftdgsby the system (i.e.,
the system outcome is confirmed by the experthdexed as true positive by
the solution found and as true negative by eacbctejf solution during
problem solving. An erroneously solved case is Xedeas false positive by
the rule it satisfies and as false negative witBpeet to the category
representing its real solution that has been mjeduring problem solving.
Indices are used after the invocation of the RBRymanent to analyze the
case at hand and determine similar stored casesnBi&ation is used to deal
with two situations: when there is an indicatioattthe expert will reject the
rule-based solution (due to past experience) arghviRBR cannot produce a
solution to the problem at hand. The conclusiondpced by the system
corresponds to the best-matched case. The retpevaéss takes into account
rules as well due to the fact that rules themsedvesconsidered as generalized
cases.

In [5] among others, a combination of a neural mekwand CBR
according to the reconciliation coupling approastpiesented for accuracy
improvement. The case base consists of the neetabrk training examples
and each case is indexed by its real solution gritsimeural network solution.
The approach can employ any type of neural netwpstforming
classification.

MARS [19] is a hybrid system used in the finandaimain of mergers
and acquisitions. The system achieves a seamlesbimation of RBR and
CBR within one architectural framework, that of RBRhe system uses
possibilistic reasoning to represent uncertainty iamprecision underlying the
reasoning process. Rules are associated with igisaffy measure (indicating
the strength with which the antecedent implies ¢besequent), a necessity
measure (indicating the degree to which a faile@@tdent implies a negated
consequent) and a context, which represents the oBepreconditions
determining the rule’s applicability to a given usition. Cases are
implemented as rule templates. To achieve this emion, information such
as sufficiency, necessity and context is neede@dch case. CBR is activated
at specific situations determined by the systenigdes. Rules and cases are
considered as separate proof paths to a conclusiaking proportional
contribution or disconfirmation of the conclusion.
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In [58] an approach for lung disease diagnosigeésgnted. The approach
combines a CBR component using fuzzy terms in cageesentation with a
fuzzy RBR component. The case base consists amatcords whereas rules
encompass doctor experience. Both modules are éavivkparallel and a type
of numeric reconciliation is performed: the simiiarvalue of the most
relevant case and the conclusion degree of the fike are averaged to
produce a more accurate and realistic conclusiagrege Both combined
approaches contribute to the diagnosis with theesamight in case they
diagnose the same disease. In case they diagnffseerti diseases, the
combination of the components’ conclusions caneatdne.

In [72] an approach combining fuzzy CBR with fuzRBR is presented.
The application domain involves treatment plannfiog adolescent early
intervention of mental healthcare. The specific domis crucial and complex.
Rules represent experience of social service psiafieals whereas cases client
records. The RBR and CBR components are invokedpdrellel. The
corresponding results are combined according toifspéormulas.

3.3 Embedded Processing

As already mentioned, embedded processing appreaghe pre-
eminence to CBR or pre-eminence to other intelligeethod (Figure 2).

Embedded processing approaches giving pre-eminen&BR involve
CBR systems employing one or more modules of admmesentation methods
to perform their internal (offline and online) taskiypical such CBR tasks
involve retrieval and adaptation. Retrieval consesaveral procedures such as
situation assessment, employing preferences, éanlusiteria and heuristic
procedures in case selection [38]. Adaptation idinae-consuming and
complex task often requiring domain-specific knadge [38], [50]. A single
intelligent method (e.g. genetic algorithm or néaetwork) may be employed
in different CBR tasks.

Indicative internal CBR tasks that can be perforrhgdother intelligent
methods are the following:

e Initial case base construction. In domains with insufficient amount
of available cases, intelligent methods such as RBR fuzzy
methods [69] and genetic algorithms [68].

e Maintenance of case base. Maintenance tasks play a significant role
in time-performance and accuracy of a CBR [18], [#r such



24 Jim Prentzas and loannis Hatzilygeroudis

tasks, intelligent methods such as rules, genkgarithms (Ahn and
Kim 2009), neural networks [49] and fuzzy methodg] [Bhay be
employed.

e Case representation. For case representation, methods such as

genetic algorithms [36], neural networks [49] amdZly methods
[72] may be used.

e Case retrieval. To retrieve useful past cases, various intelligent
methods may be used such as RBR [38], fuzzy mefd@lisneural
networks [79] and genetic algorithms [76].

o Case adaptation. To perform case adaptation, methods such as

domain-specific and domain-independent rules ([389], [37]),
neural networks [22] and genetic algorithms [32].

An embedded approach of this type is DIAL [37]. DIAs a system
developed for disaster response planning and afédgtdeals with a main
problem of case-based systems that is, the adquisif case adaptation
knowledge. The innovative idea of this system isatmuire adaptation
knowledge during its operation in the form of cag&sother benefit of case-
based adaptation knowledge is its adaptability,camtrast to rule-based
adaptation knowledge, enabling the generation ofemeffective plans.
Furthermore, similarity measures are dynamicallapéeld based on the
acquired case-based adaptation knowledge. Mulptgperating rule-based
and case-based components are incorporated intoageebased planner in
order to perform the adaptation and similarity sasRule-based adaptation
knowledge consists of general abstract rules arld-based similarity
knowledge corresponds to predefined domain-specifiieria. The system
tries to perform each task by calling the casetbasenponent falling back on
the rule-based component in case of failure. Thewatdges of the system are
the improved inference efficiency and the genenatibbetter plans compared
to a conventional case-based system.

Embedded approaches giving pre-eminence to the iotieligent method
are less usual however they can be interestingrassfhybridism is concerned.
Such implemented approaches mainly involve useBR @ enhance genetic
algorithms.

CBR may improve genetic algorithms in the followingys:
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Figure 2. Embedded Processing Model: pre-eminem@BR (left), pre-eminence to
other method (right).

e Tuning genetic algorithm parameters such as population size,
crossover rate and mutation rate [56]. The valuesthafse
parameters play an important role in the performasica genetic
algorithm.

e Exploiting stored cases to enhance genetic process. Phases of the
genetic process may be appropriately stored asscasé used
subsequently as part of the chromosome populatioh [Sdch
approaches may reduce convergence time and impooveagy of
genetic algorithms.

o Exploiting stored cases for provision of explanations and knowledge
extraction [57]. Genetic algorithms do not provide explanagidor
reached solutions. Deriving knowledge regarding tenetic
algorithm process may be useful to the implementatib future
genetic algorithms. Stored cases correspondinghttsgs of the
genetic process may contribute in handling sualeiss

Implementation of approaches embedding CBR wittitreio intelligent
methods besides genetic algorithms could be amestieg future direction.
Such an approach could exploit accumulated expegi¢n improve internal
tasks of intelligent methods (e.g. by learning fremecesses and failures).
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4. COMBINATION OF CBR WITH NEURULES

In the following, we describe an approach combif@RBR with neurules,
a type of hybrid rules integrating symbolic rulestma neural component (i.e.
adaline unit) in a uniform/seamless way [59], [Z8he integrated approach
belongs to the reconciliation oriented co-procagsategory.

Neuro-symbolic approaches combine neural and symbpproaches. A
large part of such approaches combine symbolicsrwiiéh neural networks.
Such combinations have produced effective repragentformalisms due to
the complementary advantages/disadvantages of ah#ioed approaches
[28].

Rules offer a number of advantages for knowledgeesentation such as,
naturalness, modularity, interactive inference naetdms enabling inference
tracing by humans and explanation mechanisms prayidxplanations
regarding inference process. Naturalness faciitatomprehension of
knowledge represented by rules whereas modulaigrs to the fact that each
rule is an autonomous unit. However, rules exhibitain drawbacks such as
difficulty in knowledge acquisition from expertsnability to exploit
experience in inference, inference efficiency peafg in very large rule bases
and inability to draw conclusions in case of migsialues in input data or in
case of unexpected input values. Neural networksba#xadvantages such as
knowledge acquisition from training examples, reprdgation of complex
knowledge, efficiency in producing outputs and gahieation capabilities. On
the other hand, neural networks lack the naturalresd modularity of
symbolic rules making it difficult to comprehendeth encompassed
knowledge, do not provide interactive inference Inaeisms and do not
provide explanations for reached output.

Most neuro-symbolic approaches resulting into afoum/seamless
combination of the symbolic and neural componeius gre-eminence to the
neural component. More specifically, the neural ponent is the main one in
which symbolic knowledge is incorporated in or meghpo. In this way, most
neuro-symbolic approaches lack the advantagesmbalc rules. In contrast
to such approaches, neurules give pre-eminencketgytmbolic component
retaining naturalness and modularity of symboliesuand also providing
interactive inference mechanisms and explanatiailitfas [25], [26], [27],
[30]. Neurule-based reasoning is more efficienntigmbolic RBR [25]. Also
in contrast to symbolic rules, conclusions candaehed from neurules even if
some of the conditions are unknown. Finally, nesujeneralize quite well
[30].
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4.1 Syntax and Semantics

Neurules are a kind of integrated rules. The fofra aeurule is depicted
in Fig.3a. Each conditio; is assigned a numbef;, called itssignificance
factor. Moreover, each rule itself is assigned a nundgrcalled itshias
factor. Internally, each neurule is considered as anirsainit (Fig.3b). The
inputs G; (i=1,...n) of the unit are the conditions of the rule. Theights of the
unit are the significance factors of the neuruld &s bias is the bias factor of
the neurule. Each input takes a value from theWdtg set of discrete values:
[1 (true), -1 (false), O (unknown)].

The output D, which represents the conclusion (decision) of the

rule, is calculated via the standard formulas:

D=f(a), a=sf,+2 (G 1)
1 ifa>0

f(a) = 2)

-1 otherwise

wherea is theactivation value andf(x) the activation function, which is a
threshold function. Hence, the output can take ah&vo values (*-1', ‘1)
representing failure and success of the rule réispdc The significance
factor of a condition represents the significangei@ht) of the condition in
drawing the conclusion.

The general syntax of a neurule (in a BNF notatinere ‘< >’ denotes
non-terminal symbols) is:

<rule>::= (<hias-factor>) if <conditions> then <atmsion>
<conditions>::= <condition> | <condition>,<condit&>

<condition>::= <variable> <l|-predicate> <value> igrsficance-factor>)
<conclusion>::= <variable> <r-predicate> <value> .

where <variable> denotes \ariable, that is a symbol representing a
concept in the domain, e.g. ‘sex’, ‘pain’ etc inmeedical domain, and <I-
predicate> denotes a symbolic or a numeric pregliddte symbolic predicates
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are {is, isnot}, whereas the numeric predicates{ares, =}. <r-predicate> can

only be a symbolic predicate. <value> denotes aeyal can be a symbol (e.g.
“male”, “night-pain”) or a number (e.g “5"). <bidactor> and <significance-
factor> are (real) numbers.

(sfo) if Cy (sf),
C, (sfa),
Co ()

then D

Figure. 3. (a). Form of a neurule, (b) a neurularaadaline unit.

initie_il ) conclusions
conditions Working ~
Memory ¢ > Explanation explanations
r'y Mechanism 4
facts
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Indexing R
Construction [—® Indexed Case
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Figure 4. Architecture of a system integrating OBith neurules.

A variable in a condition can be either an inpuiakale or an intermediate
variable or even an output variable, whereas abbgiin a conclusion can be
either an intermediate or an output variable. Apuinvariable takes values
from the user (input data), whereas intermediateoutiput variables take
values through inference since they represent mediate and final
conclusions respectively.

Neurules are constructed either from empirical déta. training
examples) [26] or from symbolic rules [25] thus kexjing existing symbolic
rule bases. In either creation process, an adalmieis initially assigned to
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each of the intermediate and final conclusions. hEanit is individually
trained via the Least Mean Square (LMS) algorithirthe patterns in the
training set of a neurule form a non-separablesgefcial techniques are used.
In that case, more than one neurule having the samelusion are produced.
When neurules are produced from symbolic rulesh eagurule usually
corresponds to (or merges) a set of symbolic roédied its merger set [25].
Therefore, the size of the neurule base is redaoetpared to the size of the
corresponding symbolic rule base.

The neurule-based inference engine gives pre-eméndn symbolic
reasoning, based on a backward chaining strate§}. [Ronclusions are
reached based on the values of the condition yasaind the weighted sums
of the conditions. A neurule fires if the outputtbe corresponding adaline
unit is computed to be ‘1’ after evaluation of é@nditions. A neurule is said
to be ‘blocked’ if the output of the correspondidgline unit is computed to
be ‘-1’ after evaluation of its conditions. To fhiteite inference, conditions of
neurules are organized according to the desceruttgy of their significance
factors. When a neurule is examined during infezemertain heuristics are
applied to avoid evaluation of all its conditior2s].

4.2 Indexing and Hybrid Inference

Figure 4 depicts the architecture of a system mtayy neurule-based and
case-based reasoning. The run-time system (in dbbed shape) consists of
the following modules: thevorking memory, thehybrid inference mechanism,
the explanation mechanism, the neurule base and theindexed case library.
The neurule base contains neurules. Neurules indegs representing their
exceptions. Thendexing construction module implements the process of
acquiring an indexing scheme. The indexing prodes®s as input the
following two types of knowledge:

¢ Available neurules and cases. The indexing scheme for this type of
knowledge is acquired by performing neurule-basssaoning for
the neurules based on the attribute values of east Whenever a
neurule fires and the value of the conclusion wgidoes not match
the corresponding attribute value of a case, the mamarked as an
exception to this neurule.

e Available symbolic rules and exception cases. This type of
knowledge concerns an available formalism of synshalles and
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indexed exception cases as the one presented]inT}28 indexing
scheme for this type of knowledge is acquired byveding
symbolic rules to neurules. The produced neurulesasseciated
with the exception cases of the symbolic rules lggtanto their
merger sets.

The hybrid inference mechanism combines neuruleebasd case-based
reasoning by considering facts contained in thekimgrmemory, neurules in
the neurule base and cases in the indexed caseylithiore specifically, the
hybrid inference process focuses on neurulesrgerule-based reasoning). If
an adequate number of the conditions of a neumgldudfilled so that it can
fire, firing of the neurule is suspended and CBReasgformed for its indexed
exception cases. CBR results are evaluated as3int¢2assess whether the
neurule will fire or whether the conclusion propbsy the exception case will
be considered valid.

Results have shown the effectiveness of the appri@®g, [28]. Cases can
be used to fill neurule gaps in representing donkaiowledge. Therefore,
integration of CBR with neurules primarily improvascuracy of the overall
system. Integration results in accuracy improvenregardless the source
knowledge type of neurules (i.e. symbolic rulessopirical data) [59], [28],
[62]. Furthermore, if the knowledge source of theegrated system concerns
an available formalism of symbolic rules and indbxception cases as the
one presented in [23], inference is performed meffeciently [59], [28].
Neurules are a type of hybrid rules and thus on#dcoompare our approach
with approaches combining RBR with CBR. The apphoammbining
neurules with CBR offers advantages such as mdigeett inferences and
drawing of conclusions even if certain input valaes unknown.

Due to the fact that neurules seamlessly integwtabolic rules with a
neural component, the specific approach integridiese intelligent methods:
symbolic rules, neural networks and CBR. Few (nomedded) CBR
integrations involve more than two combined apphneac Furthermore, the
approach offers advantages such as naturalnessylamibd provision of
explanations for drawn conclusions and exploitabérdifferent knowledge
sources.

It should be mentioned that combinations of neyrmlic approaches
with CBR are quite rare. Such combinations couldabanteresting research
direction as they could exploit different typeskofowledge sources such as
symbolic domain knowledge (usually in the form ofes), training examples
and case-based knowledge.
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Another approach integrating a neuro-symbolic methdth CBR is
presented in [4]. Integration follows the recoratiin oriented co-processing
approach. The specific neuro-symbolic method carartype of knowledge-
based neural network. Knowledge-based neural nksname neural networks
to which initial symbolic domain knowledge is magdp&he specific approach
lacks advantages of our approach such as natusalmeslularity and ability to
provide explanations.

An interesting future direction in the integratioh CBR with neurules
involves use of different types of case indicesidess ‘exception’ indices.
Initial results towards this direction are promgsif62]. An additional future
direction involves maintenance of the integratgmesentation scheme in case
of updates in the neurule source knowledge (i.@bsyic rule base or training
examples). In [60], mechanisms for efficiently ufioig a neurule base due to
changes to its symbolic source knowledge (i.e. sfimbrule base) are
presented. Changes to the symbolic rule base iaviisertion of a new
symbolic rule or removal of an old rule. The preedmmechanisms efficiently
update the neurule base due to such changes teotlree knowledge by
storing information related to the neurule condtamcprocess to a tree, called
the splitting tree. These update mechanisms shmukektended and revised to
accommodate a formalism integrating CBR with neagul

5. CONCLUSIONS

In this chapter, we discuss issues involving irdégns of CBR with other
intelligent methods. Several such approaches haen kdeveloped. We
categorize CBR integrations, briefly present regnéstive systems applied in
various domains and outline directions for futurerkv We also discuss issues
involving combination of CBR with neurules, a neggonbolic method
retaining advantages of symbolic rules.

CBR integrations concern an important area for ésearchers. Working
processes in most fields have been automated with use of various
information systems. Such systems record case idatalectronic form.
Therefore, an abundant amount of cases is availaldeveral domains. Such
data can be exploited in development of integraéelligent systems when
deemed necessary facilitating knowledge acquisitid®esearch fields
involving other combinations (e.g. neuro-symbolicn@uro-fuzzy methods)
have been extensively explored. Various types/caiieg of such
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combinations have been implemented. This remainbetadone for CBR
integrations.
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